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	Contenuto
Principali argomenti trattati in questo manuale:
-  concetti relativi all’alta disponibilità ed ai protocolli SSL/TLS e SSH
-  passwordless SSH
-  WAL files, continuous archiving, ecc
-  introduzione a pgbackrest
-  standby database, hot standby, streaming replication, ecc
-  logical replication
-  etcd, Patroni e algoritmo Raft
Ci riferiamo a Postgres versione 15 su Linux (soprattutto Debian e Red Hat) ma quasi tutti gli argomenti e comandi qui scritti sono validi anche per le altre Linux distribution.

	Audience
Il presente manuale è rivolto ai tecnici informatici, agli studenti e a chiunque voglia imparare Postgres e gli argomenti scritti sopra.

	Particolarità
Il presente manuale è in italiano ma molti termini tecnici in esso contenuti sono in lingua inglese.
Abbiamo fatto tale scelta perché spesso a lavoro tali termini vengono detti in inglese e perché riteniamo più utile che i lettori del manuale conoscano tali termini nella lingua usata nella documentazione ufficiale.
Molti argomenti sono schematizzati al fine di fornire una comprensione ed una memorizzazione superiore.

Alcune abbreviazioni usate:
db : database
es. : esempio
HA: High Availability: alta disponibilità
O.S. : Operating System (Sistema Operativo)
<data_directory> : valore del parametro Postgres chiamato data_directory


	Principali Versioni
- 26.01.2026 :  version 1.0
- 28.01.2026 :  version 1.1  rilascio al pubblico




Disclaimer
Non si fornisce alcuna garanzia relativamente al fatto che il presente documento sia privo di errori.  Non si assume nessuna responsabilità sugli eventuali errori o danni derivanti dall’uso delle informazioni qui contenute.
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Ogni azienda che sceglie di usare un database, indipendentemente dall'RDBMS scelto, dovrebbe anche valutare le capacità del database in relazione all’alta disponibilità (High Availability, HA).
Le soluzioni HA spesso includono failover automatico e heartbeat tra i nodi per rilevare problemi.

I dati contenuti nel db potrebbero essere molto critici dunque la loro perdita o la loro momentanea indisponibilità potrebbe causare all’azienda danni per milioni di euro.
Dunque nell’economia di oggi è molto importante valutare anche tale aspetto.

In tal senso, una delle migliori soluzioni offerte da Postgresql è lo standby database.


	Cosa è l’Alta Disponibilità
La disponibilità è il livello con cui una applicazione, servizio o funzione è accessibile su richiesta. Essa è misurata in base alla percezione dell’utente finale dell’applicazione.
Quando un utente non riesce ad accedere al sistema si dice che il "sistema è indisponibile" (unavailable).
Normalmente, i periodi in cui il sistema è indisponibile vengono identificati con il termine downtime.

Gli utenti che vogliono che il sistema sia quasi sempre disponibile hanno dunque bisogno dell’alta disponibilità.

Un sistema che è altamente disponibile è disegnato per fornire servizi ininterrotti durante periodi fondamentali, durante tutto il giorno e durante la maggioranza delle giornate dell’anno; questa misura è detta anche 24x7 o h24.

Negli ultimi anni si stanno diffondendo le seguenti espressioni inglesi:
- “three nines” : disponibilità il 99,9% del tempo. Dunque indisponibile al massimo 44 minuti al mese
- “four nines” : disponibilità il 99,99% del tempo. Dunque indisponibile al massimo 4 minuti al mese
- “five nines” : disponibilità il 99,999% del tempo. Dunque indisponibile al massimo 26 secondi al mese
ecc...

Eccezioni possono essere fatte per piccoli downtime necessari per fare operazioni come l’upgrade dell’hardware o del software.



Ecco le caratteristiche principali di una soluzione ad alta disponibilità:
..............
..............
..............
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La sicurezza nella comunicazione tra i nodi di un cluster ad alta disponibilità è un aspetto fondamentale per garantire l'affidabilità e la protezione dei dati. In ambienti distribuiti, è essenziale adottare meccanismi che assicurino autenticazione, riservatezza e integrità delle informazioni scambiate.

In passato, la comunicazione tra server avveniva spesso in chiaro, facendo affidamento su reti interne considerate sufficientemente isolate o protette. Tuttavia, con l’evoluzione delle architetture e l’aumento dell’interconnessione tra sistemi, questo approccio si è dimostrato vulnerabile.

Oggi, l’adozione di protocolli sicuri è diventata una pratica imprescindibile per proteggere i dati e prevenire accessi non autorizzati.

In questo capitolo analizzeremo due protocolli ampiamente utilizzati per questo scopo, evidenziandone il funzionamento e le differenze principali.


SSL/TLS e SSH
SSL/TLS e SSH sono protocolli crittografici molto utilizzati per stabilire connessioni sicure tra due server in una rete.

Entrambi offrono funzionalità importanti come autenticazione, cifratura e integrità dei dati, ma sono progettati per 
scenari diversi e presentano caratteristiche differenti.

In questo capitolo approfondiremo SSL/TLS e SSH: come funzionano e quando è opportuno utilizzare l’uno o l’altro.



[bookmark: _Toc220516408]2.2 – Protocollo SSL/TLS e suo Funzionamento

SSL sta per Secure Sockets Layer e TLS sta per Transport Layer Security.

..............
..............
..............
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In un contesto di Alta Disponibilità, la corretta gestione dei Write-Ahead Log (WAL) è fondamentale per garantire la replicazione dei dati, il ripristino in caso di guasto e la consistenza tra nodi.

Questo capitolo analizza le diverse modalità di configurazione dell’archiviazione WAL, con e senza Continuous Archiving.
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Di default i cluster database sono configurati senza continuous archiving.

Il continuous archiving è una configurazione un po’ paragonabile all’ARCHIVELOG mode di Oracle:
· cluster database senza continuous archiving
Questa è la configurazione di default.
In questa configurazione Postgres “recicla” i propri WAL (di default, sono 5 da 16 MB l’uno) contenuti nella directory 
<DATA_DIRECTORY>/pg_wal
 
· cluster database con continuous archiving
In questa configurazione, Postgres fa una copia dei WAL file su una directory diversa dalla solita <DATA_DIRECTORY>/pg_wal.
E’ una configurazione più “sicura” e richiede più spazio fisico proprio per archiviare tanti WAL file.


E’ importante notare che, anche senza archiviazione continua, Postgresql continua a scrivere i WAL file per mantenere la consistenza del database in caso di crash. 
I WAL file sono essenziali per il crash recovery.

..............
..............
..............
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Una configurazione con standby database consiste in almeno 2 cluster database che lavorano insieme per permettere:
-  Alta disponibilità (high availability):
Il database server secondario (standby database) può diventare velocemente il database server primario nel caso quest'ultimo abbia problemi.
Questo, come detto, è lo scopo principale per cui si usa lo standby database.
-  Load balancing:
Le connessioni in lettura provenienti dai client possono essere distribuite fra il server primario e quello secondario.
Tale obiettivo non è sempre ricercato e il suo scopo principale è dunque la velocizzazione del database (perchè in lettura si accede ad almeno 2 cluster database anzichè accedere solo ad uno).


Quando si usa Postgres, una architettura master-standby piuttosto diffusa in ambienti "enterprise" è composta dai seguenti tiers:
· clients :
Macchine da cui partono le connessioni al database

· HAProxy server :
Esso fornisce soprattutto 2 feature:
-  proxying: 

..............
..............
..............
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In questo paragrafo vedremo come configurare la Streaming Replication mentre nei prossimi paragrafi allarghiamo il discorso inserendo anche un backup server e l’utilizzo del software pgBackRest.

Vogliamo configurare una streaming replication con queste macchine:
· db01 : primary database server
· db02 : secondary database server in streaming replication con il primary. Quando termina una transazione nel primary, verrà subito portata nel secondary.

Questa è la Postgres data directory che usiamo: 
/var/lib/pgsql/data

[image: ]


Compatibilità
In generale è altamente raccomandato che entrambi i nodi della replica in streaming abbiano:
1. Stessa versione di PostgreSQL (Major e Minor): 
È fondamentale che i server di replica abbiano la stessa versione di Postgres (inclusi eventuali aggiornamenti minori). 
Versioni diverse possono introdurre errori sulla replica.
2. Stesso Sistema Operativo e Versione: 
Sebbene non strettamente necessario, è consigliabile avere la stessa versione del sistema operativo per garantire la compatibilità, specialmente per le librerie di sistema utilizzate da Postgres. 

..............
..............
..............
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